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Machine Translation
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Information Retrieval (IR)
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Factoid Q&A
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Factoid Question Answering

https://rajpurkar.github.io/mlx/qa-and-squad/
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Non-factoid Question Answering

https://aclanthology.org/2021.eacl-main.106.pdf
https://arxiv.org/pdf/1805.03797.pdf

https://aclanthology.org/2021.eacl-main.106.pdf
https://arxiv.org/pdf/1805.03797.pdf
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Conversational IR / Chat Bots

§ A task-oriented dialog system

https://www.microsoft.com/en-us/research/uploads/prod/2020/07/SIGIR-2020-Tutorial-Slides-recent-advances-in-conversational-
information-retrieval.pdf

https://www.microsoft.com/en-us/research/uploads/prod/2020/07/SIGIR-2020-Tutorial-Slides-recent-advances-in-conversational-information-retrieval.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2020/07/SIGIR-2020-Tutorial-Slides-recent-advances-in-conversational-information-retrieval.pdf
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Text/Document analysis

https://www.thedeep.io
https://primer.ais

https://www.thedeep.io/
https://primer.ai/
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Excerpt extraction and classification

Food

Agriculture

Logistics
https://www.aicrowd.com/challeng
es/amld-2020-transfer-learning-
for-international-crisis-response

https://www.aicrowd.com/challenges/amld-2020-transfer-learning-for-international-crisis-response
https://www.aicrowd.com/challenges/amld-2020-transfer-learning-for-international-crisis-response
https://www.aicrowd.com/challenges/amld-2020-transfer-learning-for-international-crisis-response
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Market intelligence
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Monitoring market change from text data

Nopp, Clemens, and Allan Hanbury. "Detecting Risks in the Banking System by Sentiment 
Analysis." EMNLP 2015
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Market/Volatility prediction

https://aclanthology.org/P17-1157.pdf

https://aclanthology.org/P17-1157.pdf
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Monitoring societal changes

Garg, N., Schiebinger, L., Jurafsky, D., & Zou, J. (2018). Word embeddings quantify 100 years of gender and ethnic 
stereotypes. Proceedings of the National Academy of Sciences
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Information Extraction (IE)

https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-
RelationExtraction.pdf

https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtraction.pdf
https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtraction.pdf
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Summarization

§ Aims to provide a concise and comprehensive summary of a text

Extractive Summarization Abstractive Summarization
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Abstractive summarization

We can't settle iPhone vs. Android or "Star Wars" vs. "Star Trek" for you. But another long-running geek debate was 
put to rest Tuesday night. Those short, animated loops that have captivated the Web for decades? They're 
pronounced like a brand of peanut butter. Steve Wilhite created the Graphics Interchange Format, or GIF, while 
working for Compuserve in 1987. On Tuesday, he received a Webby Award for it and delivered his five-word 
acceptance speech (that's all the Webbys allow) by flashing a GIF on the big screens at the Cipriani Wall Street in 
New York. And, in a flash, it all became clear: . "It's pronounced JIF, not GIF." Of course, in the grand tradition of 
heated debate, a flat statement of fact by the creator wasn't enough to sway some partisans. On Twitter, "GIF" 
became a trending topic as some folks pushed back. "Graphics Interchange Format. Graphics. Not Jraphics. #GIF 
#hardg," wrote Web designer Dan Cederholm. "So instead of GIF, we've got to say JIF? YEAH RIGHT," chimed in 
October Jones, creator of the "Texts From Dog" Tumblr and book. "And I suppose those animals with long necks are 
called 'JIRAFFES.'" And, of course, the peanut butter brand was getting lots of free publicity along the way. The 
always amusing HAL 9000 account (yes, somebody tweets as the robot from "2001") posted an "animated JIF" --
which is to say, a swirling, animated jar of the tasty, high-protein spread. So, it's perhaps no surprise that the company 
got into the act itself. Wednesday afternoon, the company took to Twitter with a post reading, "It's pronounced Jif® ." 
The tweet linked to, what else, a multi-colored GIF flashing the same phrase. Animated GIFs were a staple of the 
early Internet. Remember The Dancing Baby? That's a GIF. They fell out of favor as more advanced graphics 
technology emerged. But in the past couple of years, the Web has remembered how much fun it is to watch ridiculous 
things happen over and over again. Appropriately, Wilhite received his Lifetime Achievement Award from David Karp, 
the founder of Tumblr, one prominent place where GIFs found a new fanbase. In less publicized interviews, Wilhite 
had argued for the soft-G pronunciation for years. So, will a widely covered "speech" in front of some of the Web's 
most influential folks finally be the turning point? Maybe not. Last month, no less an authority than the White House 
posted an image on its new Tumblr feed advocating for the hard-G. And the Oxford English Dictionary says both 
pronunciations are acceptab le. So, here's wishing Mr. Wilhite "Jood Luck."

GIF creator: It's pronounced "JIF" Steve Wilhite created the Graphics Interchange Format in 1987 at 
Compuserve . He pronounced the issue closed at the Webby Awards . And yet, some partisans 
remain unswayed .

Text:

Summary:

https://huggingface.co/datasets/viewer/?dataset=cnn_dailymail&config=3.0.0

https://huggingface.co/datasets/viewer/?dataset=cnn_dailymail&config=3.0.0
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Abstractive summarization

https://blog.einstein.ai/your-tldr-by-an-ai-a-deep-reinforced-model-for-abstractive-summarization/

https://blog.einstein.ai/your-tldr-by-an-ai-a-deep-reinforced-model-for-abstractive-summarization/
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Extractive summarization

https://fastforwardlabs.github.io/luhn/

https://fastforwardlabs.github.io/luhn/
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Content generator / Writing assistant / Spell checker

https://www.jarvis.ai/free-trial?fpr=prowriter
https://www.grammarly.com

https://www.jarvis.ai/free-trial?fpr=prowriter
https://www.grammarly.com/
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Language Modeling

Look more:
https://talktotransformer.com
https://www.youtube.com/watch?v=gcHkxP9adiM

https://talktotransformer.com/
https://www.youtube.com/watch?v=gcHkxP9adiM
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Natural Language Inference

https://nlp.stanford.edu/projects/snli/

https://nlp.stanford.edu/projects/snli/
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Topic modeling / Clustering

https://knitdata.org/post/r-markdown/

https://knitdata.org/post/r-markdown/
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Word Sense Disambiguation

§ 2 senses of bank
- “The bank will not be accepting cash on Saturdays. ”
- “The river overflowed the bank.”

§ 8 senses of bass, as defined in WordNet
- bass - (the lowest part of the musical range) 
- bass, bass part - (the lowest part in polyphonic music) 
- bass, basso - (an adult male singer with the lowest voice) 
- sea bass, bass - (flesh saltwater fish of the family Serranidae) 
- freshwater bass, bass - (any of various North American lean-fleshed 

freshwater fishes especially of the genus Micropterus) 
- bass, bass voice, basso - (the lowest adult male singing voice) 
- bass - (member with the lowest range of a family of musical 

instruments) 
- bass - (nontechnical name for any of numerous edible marine and 

freshwater spiny-finned fishes) 
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Named Entity Recognition (NER)

§ “Named Entity Recognition labels sequences of words 
in a text which are the names of things, such as person 
and company names, or gene and protein names.”
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Named Entity Recognition

Locations Organizations
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Relation Extraction

https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtraction.pdf

https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtraction.pdf
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Parsing

§ A natural language parser is a program that works out 
the grammatical structure of sentences, for instance, 
which groups of words go together (as "phrases") and 
which words are the subject or object of a verb
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Part-of-Speech (POS) Tagging

§ “A Part-Of-Speech Tagger is a piece of software that 
reads text in some language and assigns parts of 
speech to each word, such as noun, verb, adjective”
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Coreference Resolution

§ Coreference resolution is the task of finding all 
expressions that refer to the same entity in a text



Agenda

• NLP Applications 
• Language as a complex system
• Text preprocessing
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Language hierarchy – linguistic perspective

Sample sentence: “a fox jumped over the lazy dog.”

§ Phonemes
- A unit of sound, e.g. /p/, /t/ and /æ/

§ Morphemes
- Smallest meaningful unit in a word, e.g. the word 

national has two morphemes: nation a noun, and 
-al a suffix

§ Words
§ Phrase

- Noun phrase: a fox
- Verb phrase: “jumped over the lazy dog”

§ Sentence https://en.wikipedia.org/wiki/Syntactic_hierarchy

https://en.wikipedia.org/wiki/Syntactic_hierarchy
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Language hierarchy – computational perspective

Sample sentence: “a fox jumped over the lazy dog.”

§ Character
- like “a”, “f”, “x”, etc.

§ N-gram character
- E.g. tri-gram characters like “a f”, “ fo”, “fox”, and “ox ”

§ Word
§ N-gram word

- E.g. tri-grams like “a fox jumped”, “fox jumped over” , and “jumped over 
the”

§ Compound noun
- is made up of at least two nouns like post office, San Francisco

§ Multiword Expression
- Made up of at least two words like 

• hang up the gloves (idiom)
• in short
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Language hierarchy – computational perspective (cont.)

Sample sentence: “a fox jumped over the lazy dog.”

§ Token
- used as the unit of processing 
- can be any of the previously mentioned units and any sequence 

of characters
- E.g. when tokenized by words: 

• [“a”, “fox”, “ jumped”, “over”, “the”, “lazy”, “dog”]

§ Dictionary or vocabulary list or lexicon
- List of unique tokens in the given text

§ Sentence
§ Paragraph
§ Document
§ Corpus

- a collection of text documents
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Natural Language

§ Learned from experience

§ A symbolic/discrete system …

🦘 kangaroo

🌋 volcano

§ Encodings in brains and 
models are continuous
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What makes language hard?

§ Language is a complex social process

§ Tremendous ambiguity at every level of representation

§ Variability

§ Grounding

§ Sparsity
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Ambiguity in word level

“One morning I shot an elephant in my pajamas” 

https://ell.stackexchange.com/questions/77370/what-is-the-meaning-of-this-famous-groucho-marx-joke

https://ell.stackexchange.com/questions/77370/what-is-the-meaning-of-this-famous-groucho-marx-joke
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Ambiguity in sentence level

1. The computer understands you as well as your mother 
understands you. 

2. The computer understands that you like your mother. 
3. The computer understands you as well as it 

understands your mother. 

“Finally, a computer that understands you like your mother” 
(Ad,1985)
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Variability – Semantic change
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Grounding

§ Humans do not learn language by observing an endless 
stream of text

§ Common sense

§ An explanation of common sense in infant kids
https://youtu.be/7ROelYvo8f0?t=2411

https://youtu.be/7ROelYvo8f0?t=2411
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Challenges in language processing

§ Language is a complex social process

§ Tremendous ambiguity at every level of representation

§ Variability

§ Grounding

§ Sparsity



Zipf’s Law

§ Sort the vocabularies of a dictionary based on their frequencies in a 
text corpus
- E.g. the results from the Brown Corpus:

§ Top words in the list are called stop words
§ The ones at the bottom are rare words

Rank Token Frequency
1 the 22038615
2 be 12545825
3 and 10741073
4 of 10343885
5 A 10144200
… … …

https://en.wikipedia.org/wiki/Brown_Corpus


Zipf’s Law

§ The plot of rank versus frequency looks like this:



Zipf’s Law

§ Applying logarithm to both axes:

https://en.wikipedia.org/wiki/Zipf%27s_law

https://en.wikipedia.org/wiki/Zipf%27s_law


Power Law in social science

https://statweb.stanford.edu/~owen/courses/306a/ZipfByHera.pdf

§ Observed in other human-related phenomena/systems
- Population rank of cities
- Pagerank scores of websites
- Income distribution
- Corporation sizes

https://statweb.stanford.edu/~owen/courses/306a/ZipfByHera.pdf


Power Law in web

§ Approximation of the shape of web based on the 
number of incoming links to each website



What does Zipf’ Law tell us?

§ Highly frequent tokens cover a large portion of a corpus
- Only 135 most frequent words cover half of the Brown Corpus

§ A large portion of the dictionary consists of words with very low 
frequencies
- Typically removing words with frequencies of lower than 3 halves the 

size of dictionary!



What does Zipf’ Law tell us?

§ The challenge of long tail 
- Phenomena with low frequency (resided on the tail of distribution) are 

the challenging parts of language processing
- Example of the long tail problem in a question answering system:

§ Why could it be challenging for statistical models?

https://www.syntravlaanderen.be/sites/default/files/atoms/files/Conversational%20Bots%20IBM%20Watson.pdf

https://www.syntravlaanderen.be/sites/default/files/atoms/files/Conversational%20Bots%20IBM%20Watson.pdf
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Text preprocessing

§ Preprocessing is the first and a crucial step of NLP task
- The objective of preprocessing is to clean/harmonize the text, reduce

language fluctuations if necessary, and prepare the tokens for being 
processed in the next steps

- Preprocessing partially addresses the issue with sparsity, why?

We will learn:
§ Text cleaning/harmonization/reduction of fluctuations

- Text normalization
- Segmentation
- Stop words
- Stemming & Lemmatization



Text Normalization

§ Normalization harmonizes the written forms of the words with same 
meanings

§ Some examples: 
- deleting periods

• U.S.A. → USA
- deleting hyphens

• anti-discriminatory → antidiscriminatory
- Accents

• French résumé → resume
- Umlauts

• German: Tuebingen → Tübingen

Sec. 2.2.3



Text Normalization

§ Case folding: reduce all letters to lower case
- It may cause ambiguity but typically helpful

• General Motors vs. general motors
• Fed vs. fed
• CAT (City Airport Train) vs. cat

§ Longstanding Google example:         
- Search C.A.T.

§ Do the numbers, dates, etc. bring information?
- If included, the dictionary size may explode!
- Numbers and dates are commonly replaced by special tokens, e.g.

• Numbers with <num>
• Dates with <dates>

Sec. 2.2.3



Segmentation

§ Segmentation
- Splitting a compound word into tokens

§ French
- L'ensemble ® one token or two? L ? L’ ? Le ?

§ German compound nouns
- Halsschlagader ® Hals Schlag Ader?
- Compound words in German usually require compound splitter
- A Possible algorithm (look in the link for more details):

Sec. 2.2.1

https://www.ims.uni-stuttgart.de/forschung/ressourcen/werkzeuge/mcs/

https://www.ims.uni-stuttgart.de/forschung/ressourcen/werkzeuge/mcs/


Stop words

§ Stop words 
- The commonest words, like the, a, and, to, be
- They carry little or no semantic information

§ Stop words can also be important, especially in combination with 
other words, e.g.:

- Phrases: “King of Denmark”, “To be or not to be”
- Titles, etc.: “Let it be”
- Definitional purposes: “flights to London”

§ Stop words are sometimes excluded from the corpus
- Commonly in bag-of-words approaches



Stemming

§ Morphemes in English consists of
- Stem: the core meaning-bearing units
- Affixes: pieces that adhere to stems

§ A stemmer reduces words to their “stems” by crude affix chopping. 
Examples:
- automate, automates, automatic, automation ® automat
- for example compressed and compression are both accepted as 

equivalent to compress ®
for exampl compress and compress ar both accept as
equival to compress

Sec. 2.2.4



Porter’s stemmer

§ Commonest algorithm for stemming English
- consists of a set of grammatical commands

§ Typical rules:
- sses ® ss
- ies ® i
- ational ® ate
- tional ® tion

Give it a try: https://text-processing.com/demo/stem/

Sec. 2.2.4

https://text-processing.com/demo/stem/


Lemmatization

§ A lemmatizer uses a knowledge resource (like WordNet) to find and 
replace base forms

§ Lemmatzer reduces inflectional/variant forms to base forms. 
Examples:
- am, are, is ® be
- car, cars, car's, cars' ® car
- the boy's cars are different colors ® the boy car be different color

§ Lemmatization versus Stemming:
- Both reduce variation
- Stemming is typically faster
- Stemming may harm precision and increase ambiguity
- If a given word does not exist in the knowledge resource, 

lemmatization may not be able to process it

Sec. 2.2.4

http://wordnet.princeton.edu/


NLP Libraries

polyglot

huggingface.co

Stanford CoreNLP


