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ABSTRACT
Popularity bias in recommendation lists refers to over-representation
of popular content and is a challenge for many recommendation
algorithms. Previous research has suggested several offline metrics
to quantify popularity bias, which commonly relate the popularity
of items in users’ recommendation lists to the popularity of items in
their interaction history. Discrepancies between these two factors
are referred to as popularity miscalibration. While popularity met-
rics provide a straightforward and well-defined means to measure
popularity bias, it is unknown whether they actually reflect users’
perception of popularity bias.

To address this research gap, we conduct a crowd-sourced user
study on Prolific, involving 56 participants, to (1) investigatewhether
the level of perceived popularity miscalibration differs between
common recommendation algorithms, (2) assess the correlation
between perceived popularity miscalibration and its corresponding
quantification according to a common offline metric. We conduct
our study in a well-defined and important domain, namely mu-
sic recommendation using the standardized LFM-2b dataset, and
quantify popularity miscalibration of five recommendation algo-
rithms by utilizing Jensen–Shannon distance (JSD). Challenging
the findings of previous studies, we observe that users generally
do perceive significant differences in terms of popularity bias be-
tween algorithms if this bias is framed as popularity miscalibration.
In addition, JSD correlates moderately with users’ perception of
popularity, but not with their perception of unpopularity.
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1 INTRODUCTION
Popularity bias in recommender systems refers to over-exposure of
popular content in recommendation lists, which can be introduced
or amplified by common recommendation algorithms [16, 29]. This
bias can be harmful to both content creators (lack of exposure for
lesser known producers) and consumers (lack of diversity) [1, 5, 13].

A common way to investigate popularity bias — and the one we
follow in the work at hand — is to relate the popularity of the items
in the recommendation list of a user to the popularity of the items
that the user interacted with in the past. This method adopts a user-
or consumer-centric perspective, calibration, originally proposed for
genre [28], and later adapted to popularity [16]. The main assump-
tion of calibration is that users prefer recommendations of similar
popularity as in their interaction history. The discrepancy between
item popularity in previous interactions and recommendation lists
is considered a popularity miscalibration of the recommendation
algorithm or model. Previous research (e.g., [1, 13, 16]), has ex-
amined the extent of popularity bias in different recommendation
algorithms and domains via well-defined offline metrics. However,
the fundamental question of the ecological validity of those metrics
has largely been neglected so far. In the present work, we turn the
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viewpoint and investigate users’ perception of popularity miscalibra-
tion in recommendation lists and its concordance with a commonly
used offline metric, i.e., Jensen–Shannon distance. Conducting a
user study, we obtain through questionnaires human assessments
of popularity miscalibrations and compare them to offline measures,
and strive to answer the following research questions: [RQ1] Do
users perceive differences in popularity miscalibration in recom-
mendation lists created by different algorithms? [RQ2] Does users’
perception of popularity miscalibration correlate with a correspond-
ing common bias metric?

2 RELATEDWORK
Investigating and mitigating algorithmic popularity bias in rec-
ommender systems has been the target of several research works,
e.g. [1, 2, 4–7, 9, 11, 13, 16, 18, 29]. To debias recommendations, algo-
rithms or recommendation lists are often optimized to increase user
or producer fairness based on an (offline) popularity bias metric,
assuming that such offline metrics accurately reflect human percep-
tions of bias and fairness. However, several recent studies argue that
what computational bias and fairness metrics quantify may signifi-
cantly differ from users’ perceptions of bias and fairness [21, 24, 27].
Most closely related to the present work, Ferwerda et al. [8] con-
duct an online study with 𝑁 = 170 participants recruited through
Amazon Mechanical Turk and investigate the concordance of math-
ematical notions of popularity bias and perceived popularity. They
find that the participants rarely notice popularity bias in the recom-
mendation lists produced by various collaborative filtering-based
music recommender systems. In a broader sense, Smith et al. [25]
ask 𝑁 = 30 participants of an exploratory interview study about
their ideas and understanding of the meaning of fair treatment in
recommender systems. Among several overarching themes, they
identify that the respondents strive for more provider fairness and
less accuracy when confronted with use cases with harmful per-
sonalization effects on particular stakeholders. Similarly, Sonboli
et al. [26] perform a face-to-face, semi-structured interview study
to investigate user perceptions of recommender systems, as well
as users’ opinions about fairness and fairness-aware objectives of
recommender systems. Their study aims to provide an explanation
method design for fairness-aware recommender systems. In the
context of information retrieval, Krieg et al. [14, 15] study the effect
of societal biases on the users’ perception in respect to relevance
judgment, while Kopeinik et al. [12] investigate how such biases are
reflected in the way the users of a search engine formulate search
queries. The work at hand differs from previous research by study-
ing popularity miscalibration and the perception of users in this
regard, in contrast to approaching a general notion of popularity
as, for instance, done in Ferwerda et al. [8].

3 METHODOLOGY
To answer the research questions, we conduct a user study imple-
mented as a web survey on the crowd-sourcing platform Prolific.1 In
the following, we describe the user study design, recommendation
algorithms, bias metric, and statistical methodology.

User study design: The study uses a within-subject design with
algorithm (five variations) and user demographics as independent
variables. As dependent variables, we consider the participant’s
1https://www.prolific.co/

assessment of music items and lists. The study procedure is fur-
ther structured in two parts. First, participants provide their demo-
graphic information (age, gender, country) and answer questions
regarding their music expertise (e.g., playing an instrument, writing
in a music-related blog) and experience with music recommender
systems. Second, each participant receives five personalized mu-
sic recommendation lists of ten items each (i.e., track title and
artist/band name are shown, no listening required). Each list is pro-
duced by a different recommendation algorithm, where the order of
algorithms is selected randomly. Participants are asked to evaluate
each recommendation list with respect to popularity bias in two
ways: (1) on a per-item basis and (2) considering the entire list as
one entity. On the per-item level, users need to indicate if they rec-
ognize the track (yes/no), and in case they do, specify whether they
consider the item too popular, too unpopular, or within their usual
taste. On the list level, participants answer the following questions
on a 5-point Likert scale ranging from “Disagree strongly” (coded
as 1) to “Agree strongly” (coded as 5): (q1) “The list of recommen-
dations matches my preferences.”, (q2) “The list contains a lot of
popular items.”, (q3) “The list contains a lot of unpopular items.”.

Generating recommendations: To create personalized recommen-
dation lists for each user, we first pretrain the investigated models
(see below) on a subsample of the public LFM-2b dataset [23] con-
taining listening events of Last.fm users. The subsample comprises
approximately 8M unique interactions of 18K users with 200K items
sampled uniformly at random over all tracks interacted within 2018-
2021. For each participant we create five recommendation lists of 10
items (one per model) by (1) mapping the tracks in the participant’s
Last.fm listening history to the LFM-2b dataset, (2) feeding the
resulting user’s interaction history into each of the trained models.

Capturing user perception: We derive and analyze four indicators
of participant perception of the recommendation lists. Three are
based on questions participants answer about the recommendation
lists, as introduced above. Question 1 means to retrieve a general at-
titude towards each list and acts as a handle for accuracy. Questions
2 and 3 respectively are tailored to the evaluation of popularity bias
in the recommendation lists. The fourth indicator is derived from
per-track evaluations. The value of the indicator is calculated as
the number of tracks, which the user marked as “too popular” or
“too unpopular” for their taste. In this way, each list gets an inferred
score between 0 and 10 (in this study, we investigate user perception
of popularity miscalibration regardless of its actual nature; hence,
both too popular and too unpopular tracks are treated similarly).
For all four indicators, we consider mean raw score over all users
to infer algorithm ranking in RQ1 (and raw scores themselves for
significance tests). Analyzing correlations, in RQ2, we convert raw
scores given to the lists by each user into rankings from 1 to 5
(giving identical ranks to lists tied by the score).

Recommendation algorithms: We create item lists using three
popular recommendation algorithms and two algorithms we specif-
ically devised to address the task at hand: (1) item-based k-nearest
neighbors (ItemKNN) [22] is a collaborative filtering approach that
considers an item as relevant for the target user 𝑢 if it is similar
to the items interacted with by 𝑢 (in terms of items’ interaction
history over users); (2) sparse linear method (SLIM) [20] factorizes
the item–item co-occurrence matrix and uses the learned item coef-
ficients to sparsely aggregate past user interactions and recommend
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new items; (3) multinomial variational autoencoders (MultVAE) [17]
learns latent user representations from their item interactions op-
timized for reconstructing each user’s original interactions, and
recommends new items based on the output probability distribu-
tion over all items for a given target user; (4) Genre-MostPop and
(5) Genre-LeastPop are two personalized variants of popularity-
based algorithms. The former selects the items of the target user’s
five most frequent genre in their listening history and recommends,
respectively, the most or least popular items that the user has not
yet interacted with. To assign genre(s) to each track, we retrieve
the list of user-generated tags from Last.fm2 and index them using
the Discogs genre taxonomy of the AcousticBrainz Genre Dataset.3

Popularity miscalibration measurement: To approach RQ2, we
adopt a popular metric for popularity miscalibration [3, 16] on the
user side, i.e., Jenson-Shannon distance (𝐽𝑆𝐷), according to Equa-
tion 1 where 𝐻𝑢 denotes the popularity (probability) distribution of
a user 𝑢’s consumption history and 𝑅𝑢 the popularity (probability)
distribution of 𝑢’s personalized recommendation list. There 𝐻𝑢 (𝑐)
is the proportion of items of popularity category 𝑐 in the consump-
tion history of user 𝑢. 𝐽𝑆𝐷 can be seen as symmetrical version of
Kullback–Leibler divergence. Note that using 𝑙𝑜𝑔2 we ensure that
the value of 𝐽𝑆𝐷 is bound between 0 and 1 [19]. 𝐽𝑆𝐷 reflects the
degree of mismatch (miscalibration) between the two distributions,
with higher values meaning stronger mismatch.

𝐽𝑆𝐷 (𝐻𝑢 , 𝑅𝑢 ) =
1
2

∑︁
𝑐

𝐻𝑢 (𝑐)𝑙𝑜𝑔2
2𝐻𝑢 (𝑐)

𝐻𝑢 (𝑐) + 𝑅𝑢 (𝑐)
+

1
2

∑︁
𝑐

𝑅𝑢 (𝑐)𝑙𝑜𝑔2
2𝑅𝑢 (𝑐)

𝐻𝑢 (𝑐) + 𝑅𝑢 (𝑐)

(1)

Following established practice [3, 16], we define the popularity
category of each item based on the number of interactions with it.
We distinguish popular, unpopular, and average categories of items.
Popular items are the ones users most interacted with, which jointly
attract 20% of all user-item interactions. Similarly, unpopular items
are the least interacted with, receiving 20% of accumulated user-
item interactions. The rest of items falls into the category average.
This way, considering miscalibration of popularity distributions,
we look at the discrepancy between two three-bin distributions,
with each bin corresponding to one of the popularity categories.

Statistical methodology to address the research questions:
RQ1: We rank the five algorithms based on mean values of the

four user perception indicators (Likert scale answers to the three
per-list questions and aggregated per-track answers) computed over
all participants (mean opinion score of each indicator separately).
We then test significance of the ranking by performing paired t-tests
between the highest scoring algorithm and the four lower ranking
models. We interpret the results taking into account Bonferroni
correction, therefore treating results at 𝑝 <= 0.0125 as significant
(as we perform four comparisons we divide the threshold 𝛼 by 4).
Assessing algorithm ranking based on per-track evaluations, we
filter the test set, assuring that every participant is familiar with at
least 5 of 10 recommended items in each list.

RQ2:We again limit the scope of the analysis to users familiar
with at least half of recommended tracks. In order to minimize the
2https://www.last.fm/api/show/track.getTopTags
3https://mtg.github.io/acousticbrainz-genre-dataset/data_stats

Table 1: Algorithm ranking according to the accuracy-based
indicator

q1: The list of recommendations matches my preferences

Algorithm q1-mean ↑ t-stat p-value

SLIM 4.000000 0.000000 0.000000
ItemKNN 3.982143 -0.100633 0.920208
MultVAE 3.821429 -1.182700 0.242016
Genre-MostPop 3.767857 -1.753499 0.085088
Genre-LeastPop 2.535714 -7.483274 0.000000

Table 2: Algorithm ranking according to the indicator of over-
representation of popular items

q2: The list contains a lot of popular items

Algorithm q2-mean ↑ t-stat p-value

MultVAE 4.303571 0.000000 0.000000
Genre-MostPop 4.142857 -1.085190 0.282571
SLIM 3.803571 -2.924988 0.004996
ItemKNN 3.446429 -4.096298 0.000139
Genre-LeastPop 2.089286 -10.801745 0.000000

Table 3: Algorithm ranking according to the indicator of over-
representation of unpopular items

q3: The list contains a lot of unpopular items

Algorithm q3-mean ↑ t-stat p-value

Genre-LeastPop 3.821429 0.000000 0.000000
ItemKNN 2.714286 -5.131796 0.000004
SLIM 2.339286 -7.053822 0.000000
Genre-MostPop 2.214286 -7.021594 0.000000
MultVAE 1.946429 -9.574271 0.000000

influence of each user’s evaluation bias, we convert scores they
assign within each question to ranks, resolving ties in a dense
manner. The offline evaluation (𝐽𝑆𝐷) is converted to ranks as well
(separately for each user). We then analyze Spearman’s correlation
between each indicator and 𝐽𝑆𝐷 separately, as well as between the
four list level indicators.

4 RESULTS AND DISCUSSION
The data analysis is conducted for 𝑁 = 56 accepted study par-
ticipants (i.e. those who finished the study in at least 10 min-
utes and passed all attention checks) with a Male/Female/Diverse:
65%/31%/4% gender distribution and mean/median/SD: 26.9/25/8.19
values for age. We present main results regarding RQ1 in Tables 1,
2, and 3. Each table shows the ranking of the investigated recom-
mender algorithms according to one of the three question-based
indicators of user perception. We report the mean of the raw scores
given to each algorithm by the users in the respective columns
(such as q1-mean). Higher values of mean raw score denote an in-
clination towards “Agree strongly”, lower values correspond to the
inclination towards “Disagree strongly”. The results of significance
tests between the top-ranking algorithm and the rest are reported
in columns "t-stat" and "p-value". Main results for RQ2 are reported

https://mtg.github.io/acousticbrainz-genre-dataset/data_stats
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in Tables 4 and 5. Table 4 shows correlation between four different
indicators of user perception of recommendation lists (three based
on questions about the whole list and one inferred from aggregation
of per-track evaluations) and investigated popularity bias metric
𝐽𝑆𝐷 . In Table 5, we report the correlation between different user
judgments (indicators), namely question-based indicators against
aggregated track-wise evaluation. For RQ2, we limit our scope to
users familiar with at least half of items in every recommended list.
We also exclude Genre-LeastPop from this part of analysis as only
11 participants have shown sufficient familiarity with lists provided
by it. This leaves us with 35 users and 4 algorithms giving 140 data
points to calculate correlation over.

Addressing RQ1, we do not find a significant difference be-
tween SLIM and ItemKNN, MultVAE, Genre-MostPop in terms of
general matching personal preference (q1), Table 1. This is expected
as the former three are SOTA models, and the latter is a strong
baseline enhanced with personalized filtering by genre. We find,
however, that participants agree on Genre-LeastPop matching
their preference worse than the others (in particular, significantly
worse than SLIM). Analyzing Table 2, we see MultVAE as perceived
to be prone to suggesting popular items to a similar degree as
Genre-MostPop, and significantly more prone than SLIM, ItemKNN,
and Genre-LeastPop. Taking into account the significant differ-
ence between SLIM and Genre-LeastPop (not reported in the table),
we conclude that the users perceive different degrees to which rec-
ommendation lists are populated with mainstream items. Ranking
algorithms with correspondence to q3 shown in Table 3, we see
another confirmation of user perception of popularity miscalibra-
tion being gradual. Genre-LeastPop is perceived as significantly
more prone to recommending unpopular items in comparison to
the other algorithms. We also observe that the participants can
agree on a ranking similar to Table 2 with regard to aggregated per-
ceived per-track miscalibration (fourth indicator). Our observations
show that the users perceive different degrees of popularity miscal-
ibration and can agree on a ranking of algorithms with respect to
certain evaluation criteria (q2 and q3).

Approaching RQ2, we first note that the ranking of models in-
ferred from q2, Table 2 is in line with previous work [16] showing
that SLIM and ItemKNN demonstrate a similar degree of user-side
popularity bias according to offline metrics, as well as MultVAE and
Genre-MostPop. Analyzing correlations between user perception
indicators and the offline metric 𝐽𝑆𝐷 , Table 4, we do not find a
significant correlation with utility-oriented q1, showing that rec-
ommendation lists (mis-)calibrated with user taste in terms of pop-
ularity do not necessarily satisfy their other preferences. We note a
significant correlation with q2, which shows that 𝐽𝑆𝐷 is receptive
to cases when users perceive recommendation lists as dominated
by popular items. This justifies the use of the offline metric for the
evaluation of popularity bias on the user side. 𝐽𝑆𝐷 also shows a
significant correlation with aggregated perceived per-track miscal-
ibration, serving as an additional confirmation of its validity. We
do not observe significant correlation with q3, showing that 𝐽𝑆𝐷
may be not the best choice for detecting cases when a recommen-
dation list is overpopulated with unpopular items (’unpopularity’
bias). Finally, we investigate agreement within indicators, in par-
ticular correlation of track-wise evaluation with question-based
evaluations, Table 5. We observe significant correlation with q2 and

Table 4: Spearman’s correlation between four different user
perception indicators and offline poularity bias metric 𝐽𝑆𝐷 .
Significant results in bold.

q1: The list of recommendations matches my preferences
Corr. coeff. 0.029767 p-value 0.726993

q2: The list contains a lot of popular items
Corr. coeff. 0.4435 p-value 0.000000

q3: The list contains a lot of unpopular items
Corr. coeff. -0.104542 p-value 0.218983

Aggregated perceived per-track miscalibration
Corr. coeff. 0.321041 p-value 0.00011

Table 5: Spearman’s correlation between question-based per-
ceptual indicators and track-wise indicator. Significant re-
sults in bold.

q1: The list of recommendations matches my preferences
Corr. coeff. -0.06425 p-value 0.450739

q2: The list contains a lot of popular items
Corr. coeff. 0.327158 p-value 0.000080

q3: The list contains a lot of unpopular items
Corr. coeff. -0.145327 p-value 0.086671

absence of such correlation with q3, hinting that users are more
receptive to over-representation of popular items.

5 CONCLUSION AND FUTUREWORK
We conducted a user study to confront perceptual and computa-
tional indications of popularity miscalibration in recommendation
lists. Through a series of experiments, we found that (1) users per-
ceive various degrees of popularity miscalibration between different
recommender algorithms; (2) users rank algorithms according to
popularity miscalibration in line with previous offline evaluations
[16], showing that MultVAE and Genre-MostPop, are perceived as
being more biased than ItemKNN and SLIM, which in turn are per-
ceived as more biased than Genre-LeastPop; (3) offline popularity
bias metric Jensen-Shannon distance shows significant correlation
with user perception of lists dominated by popular items, but not
with perception of lists dominated by unpopular items. As opposed
to [8], we obtain correlations between perceived popularity mis-
calibration and offline metrics, indicating that users can perceive
popularity bias when using their own taste as a reference point.

Future work includes (1) studying the direction of miscalibra-
tion (positive versus negative popularity bias), (2) analyzing addi-
tional recommendation algorithms, (3) conducting experiments in
domains other than music, (4) the influence of individual charac-
teristics (e.g., [10]), and (5) investigating whether providing users
with different explanations about popularity bias andmiscalibration
influences their perception of bias.
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