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ABSTRACT
Biases in algorithmic systems have led to discrimination against
historically disadvantaged groups, including the reinforcement of
outdated gender stereotypes. While a substantial body of research
addresses biases in algorithms and underlying data, in this work,
we study if and how users themselves reflect these biases in their
interactions with systems, which expectedly leads to the further
manifestation of biases. More specifically, we investigate the replica-
tion of stereotypical gender representations by users in formulating
online search queries. Following prototype theory, we define the
disproportionate mention of the gender that does not conform to
the prototypical representative of a searched domain (e.g., “male
nurse”) as an indication of bias. In a pilot study with 224 US par-
ticipants and a main study with 400 UK participants, we find clear
evidence of gender biases in formulating search queries. We also
report the effects of an educative text on user behaviour and high-
light the wish of users to learn about bias-mitigating strategies in
their interactions with search engines.
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1 INTRODUCTION
The consumption of information online, particularly through search
engines, has become part of most people’s daily routines. At the
same time, the logic of underlying search engines and algorithms
remains unknown for big parts of the population. While users gen-
erally trust the search engines’ algorithmic accuracy [42], it has
been shown that biases in search results influence people’s infor-
mation space and reality perception [22]. People’s cognitive and
societal biases are, in turn, captured in data that feeds into algo-
rithms and information systems. This can lead to a reinforcement
loop that supports undesirable patterns of discrimination or out-
dated social norms in algorithmic decisions and, consequently, in
user behaviour (i.e. users replication of biases) [3].

Prior research has demonstrated the existence of gender bias in
search algorithms and search results, for instance, in the context of
image search [30, 40, 41], query suggestion [12], and search engine
result pages [11, 23, 43, 44]. These societal biases exist in and emerge
from the various components of information systems, in particular
data, algorithms, and end-users [20]. While previous work has
mainly focused on the data and algorithm aspects, in this paper, we
shed light on the role of users in the manifestation and propagation
of biases in information systems in the particular domain of the
retrieval of textual information. Specifically, we explore whether
and how users replicate gender bias in their information search
behaviour, as well as whether a higher awareness of users regarding
gender bias issues might grant a mitigating effect.

To this end, we ground our work on the basis of prototype theory
introduced in psychological research [45, 47] in order to investigate
the unconscious application of gender bias in stereotypical areas.
Let us showcase such unconscious biases with the following exam-
ple used in earlier studies [6, 7]:
"A father and son are in a horrible car crash that kills the dad. The
son is rushed to the hospital; just as he’s about to go under the knife,
the surgeon says, ‘I can’t operate—that boy is my son!’ Explain.”
Belle et al. [7] show that adults are significantly more likely to in-
terpret the scenario above with explanations about multiple fathers
than by assuming that the surgeon could be female – the mother.
Prototype theory offers a sound explanation for the rationale under-
lying this behaviour: people learn according to mental categories,
each category being formed around one or more prototypical ex-
amples. Membership of a category is defined by similarity to these
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examples [47], which can vary according to context [45]. When
individuals receive a stimulus (e. g. seeing or hearing something),
they first try to explain it via an existing category. A combination
of categories is mentally simulated only if the stimulus does not
correspond to an existing category or concept. Such “mismatch” of
the stimulus to the category can be observed by a person’s explicit
naming of new properties, e. g. laughing cat, green banana, or male
nurse [55].

In this study, we follow a simplified interpretation of the pro-
totype theory. We view a prototype as the entity that evokes the
strongest cognitive association with a category and gender stereo-
types as a manifestation of social categories of women and men,
represented in people’s cognitive perception and shaped by soci-
etal context. Adapting this definition to our domain of information
retrieval, we assume that in a gender-stereotyped domain of infor-
mation search, the representative prototype would be either female
or male, depending on the context and, is observable from user
interactions with search engines (query formulation). We pursue
the following three research questions:

[RQ1] Do users replicate gender stereotypes in the formulation
of search queries on the web? In an online user study, we expose
participants to examples of search results (text documents in which
females, males, or no gender are specified) and ask them to formu-
late a query for retrieving a document. Following the rationale of
the prototype theory, we examine whether the participants include
an explicit gender mention in the formulated query and if they are
more likely to do so if the document text does not conform with the
stereotype of the domain. Our results confirm that users replicate
gender bias in their search interactions, as the documents that do
not conform with the gender stereotype of the domain, receive a
significantly higher number of (explicit) gender mentions in their
formulated queries.

[RQ2] Does the extent to which users replicate gender stereotypes
in search queries depend on the personal characteristics of a user? By
asking about the demographics and political views of the partici-
pants, we further investigate whether these factors influence the
measured gender bias. The results of this study show a weak but
significant influence of conservative political views on the replica-
tion of gender bias. We did not observe any significant effect based
on gender, or the educational level of the participant.

[RQ3] Can information on avoiding gender stereotyping raise
awareness and mitigate the effect? In the main study, we implement
a between-subject design with two conditions. Participants in the
experimental group are presented with an educative text about
biases in search engine results. We investigate whether providing
such information raises awareness on the topic matter and conse-
quently influences participants’ formulation of search queries. Our
results show a moderating effect of the educative text on male par-
ticipants, who in the experimental group exhibit a more balanced
use of female and male gender mentions.

Complementing the main study, four additional questions were
posed to gain a brief understanding of people’s attitudes toward
bias in search engines and their interest in addressing this issue. The
results emphasise the participants’ interest in reflecting on biased
search behaviour and acquiring further information on this topic.
Overall, our work takes a step towards a deeper understanding of
the biased behaviours of the end-users (with various demographics)

in utilising search engines, and showcase the benefits of participat-
ing the users in addressing this issue, and making them mindful of
such biases.

The remainder of the paper is organised as follows: we discuss
related work in Section 2, followed by explaining our methodol-
ogy for measuring stereotypes in query formulation in Section 3.
Section 4 describes the pilot study and reports its results. In Sec-
tion 5, we explain in detail the setup of our main study, whose
results are presented in Section 6. Finally, in Section 7, we dis-
cuss the impact of the findings, limitations of the studies, and fu-
ture work. The collected data in our studies is available at https:
//github.com/CPJKU/user-interaction-gender-bias-IR.

2 RELATEDWORK
2.1 Prototype Theory and Gender Stereotypes
Prototype theory [47, 48] is a cognitive linguistic theory that looks
at how people categorize objects or concepts. It describes mental
aspects of categories to be formed around a prototype, namely the
most central member of a category. The membership of an item
to a category depends positively on how many characteristics (i. e.
stimulus values) are shared with the prototypical representation of
the category and depends negatively on how many characteristics
are shared with other categories. The concept of prototypes is also
referred to as typicality or family resemblance [46], and it is shown
in further studies that people rate an item belonging to a category
(i. e. the gradient of an item’s membership) in line with their idea
of a category. In fact, according to Rosch [45], this process applies
to all different kinds of categories, such as semantic categories (e. g.
furniture) but also biological (e. g. sex) or social and political cate-
gories (e. g. gender, occupation and democracy). Moreover, Rosch
[45] discusses that concepts and categories should not be consid-
ered static entities but rather resonate in a complex dynamic of
inter-connectedness to other categories, contexts and situations.
These can be adapted or recreated when learning about additional
information or context that changes the representative idea of a
category. The mentioned studies provide the theoretical foundation
of our work and motivate us to study how prototypical manifests
are reflected in the interaction of users with search engines.

We assume that societal conceptions of people who serve as
prototypical representatives of domains such as childcare or career
(unfortunately still) bear a bias towards female or male gender
categories. Thus, the prototype of a person who looks after children
would be a woman, while the prototype of a person who has a
professional career would be a man. Assuming you hold such a
(unconscious) gender bias in the prototypical conception of domain
representatives, you would probably not explicitly ask for a "female
nurse" when searching for a female nurse because you consider the
feature "female" to be an inherent part of the prototype that does
not necessitate any extra mention. However, if you were searching
for a male nurse, you might be more likely to make an explicit
gender mention in your query for a "male nurse", since "male" is
not considered a typical feature of the prototype. To illustrate the
phenomenon with an additional gender-unrelated example from
daily life, think of a green banana that many people would explicitly
describe as "green", while the "yellow" of a prototypical banana
usually needs no mention (cf. [55]).
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Table 1: Examples of gender biased documents selected from the Grep-BiasIR dataset [33].

Gender Indication Title Body Text

Document 1, Domain: Child Care, Expected Stereotype: Towards Female
Female

Prototypical
content

Child Care and Working
Mom: Extended Parental
Leave For Moms

The authors investigate the relationship between family policy and
women’s attachment to the labour market and focus specifically on policy
feedback on women’s subjective work commitment.

Male
Counter-prototypical

content

Child Care and Working
Dad: Extended Parental
Leave For Dads

The authors investigate the relationship between family policy and men’s
attachment to the labour market and focus specifically on policy feedback
on men’s subjective work commitment.

Non-gendered
Child Care and Working
Parent: Extended Parental
Leave For Parents

The authors investigate the relationship between family policy and
parents’ attachment to the labour market and focus specifically on policy
feedback on parents’ subjective work commitment.

Document 2, Domain: Career, Expected Stereotype: Towards Male

Female
Counter-prototypical

content

What enables some women to
become CEOs?

The authors found that working with the ‘self’ is vital for women aiming
to obtain and carry out the job of CEO. The female CEOs in the study
described the way they had to use their leadership ambition and potential
in order to reach the top.

Male
Prototypical
content

What enables some men to
become CEOs?

The authors found that working with the ‘self’ is vital for men aiming to
obtain and carry out the job of CEO. The male CEOs in the study described
the way they had to use their leadership ambition and potential in order
to reach the top.

Non-gendered What enables someone to
become CEO?

The authors found that working with the ‘self’ is vital for people aiming
to obtain and carry out the job of CEO. The CEOs in the study described
the way they had to use their leadership ambition and potential in order
to reach the top.

The scientific literature on the prevalence of gender biases and
stereotypes in society suggests that "male nurses" or "female CEOS"
can still be analogized to green bananas in our minds. Gender
stereotyping is described as the development of mental categories
to process gender-related information, mainly reflected in the dis-
tinction between common social constructs of women and men [16].
Studies from the 1950s pointed out that men are often perceived
to be specialized in task-oriented or instrumental behaviour, while
women are seen as specialized in socio-emotional tasks such as car-
ing for others [51]. Similarly, traits that describe stereotypical views
of women and men are usually arranged along two dimensions,
namely communality and agency [5, 28]. The label communal cir-
cumscribes the belief that women are concerned with the welfare of
others and are more friendly, unselfish, gentle, and understanding.
On the other hand, the label agentic describes the idea that men are
more assertive, controlling, active, competitive, and self-confident
[19, 31].

The internalization of domain-specific gender stereotypes begins
at a very young age [21]. Empirical research suggests that already
preschool and elementary school children express, in line with so-
cietal stereotypes, that girls are more interested in appearance and
being pretty, for example, while boys are described as more inter-
ested in physical activity, sports, or fighting [39]. For children, as for
adults, gender stereotypes ultimately do not only have a descriptive
but also a prescriptive function, as they set standards about how
different genders should be(have) [31]. Thus, stereotypes are con-
sidered a form of discrimination as they might hinder members of
a stereotyped group from developing individual abilities or making
non-conforming life choices.

In this work, we contribute to existing research strands by in-
vestigating whether people reproduce gender stereotypes when

formulating search queries and whether they would appreciate
information about bias-mitigating behaviour.

2.2 Gender Bias in Information Retrieval
Societal biases are reflected in the ecosystem of information access
systems in various forms and functionalities [3, 4]. Such biases can
be originated from different components of these systems, i. e. from
data collection, model design, and evaluation, but also from the
interactions of users with systems [20].

Societal biases and in particular, gender bias in information re-
trieval (IR) systems and search engines have been the focus of
several recent studies. For instance, Otterbacher et al. [40] show
that an image search engine portrays stereotypical character traits
of men (conveying power) and women (conveying sexual concepts).
Rekabsaz and Schedl [44] and later Gezici et al. [24] study biases
in search engine results, where retrieved documents for a given
bias-sensitive search query are considered to be biased if the results
show an unbalanced representation of viewpoints or underlying
populations. Such biases in search results can influence the social
cognition of users, leading to stereotype confirmation [30, 49]. This
is particularly the case considering that first users tend to perceive
the top-ranked results as the most important contents [23, 24], and
second users commonly perceive search engines’ results as the
“state of the world” [42].

Recent studies approach the issue of bias in search results from
the point of view of retrieval systems. In particular, Rekabsaz and
Schedl [44] demonstrate that neural ranking models intensify gen-
der bias, while Bigdeli et al. [9] study the interplay of the biases
and performance of retrieval systems. Recent studies approach
mitigating these biases in machine learning models through meth-
ods such as adversarial training [43], regularization [56], data pre-
processing [10], and data collection analyses [11].
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Besides system-oriented approaches, some studies investigate
the perception of users with respect to societal biases mostly in
the field of image search. Kay et al. [30] expose that the Google
search engine systematically shows more images of stereotype
congruent persons when compared with actual labour statistics
and demonstrates that, while the study’s participants accurately
reflect real-world gender ratios in occupations, their perceptions
can be negatively influenced by biased search results. Following
this direction, Otterbacher et al. [41] explores benevolent sexism in
participants when interacting with a biased image search engine.
More recently, Krieg et al. [34] investigate how the existence of
gender stereotypes in the content of a document may influence
the users’ judgment regarding the relevance of the document to a
corresponding query.

The work at hand directly contributes to this direction and com-
plements the discussed literature by studying user behaviour re-
garding gender bias. In particular, we investigate whether proto-
typical gender biases of users influence the way information need
is formulated when interacting with search engines.

3 MEASURING BIAS IN QUERY
FORMULATION

In this section, we explain ourmethodology tomeasure and evaluate
the potential gender bias of users when formulating information
needs for a search engine. We first describe our method to generate
and label potentially biased queries, followed by explaining the
adopted gender bias metrics.

3.1 Generating
Prototypical/Counter-prototypical Queries

Our approach to generating labelled queries for the subsequent
experiments is composed of the following steps: First, we prepare
a collection of biased documents (i.e. each document representing
one online search result) with respect to gender, in which each
document contains word(s) that explicitly indicate a gender. Next,
we present one of the documents to a survey participant and ask
them to formulate a highly relevant query for the document. Finally,
we measure the gender bias of the formulated queries based on
the occurrence of gendered words in the query. In the following,
we explain the general process of experiments used later in our
user studies. The details of the user studies, such as the selected
documents, information of participants, and statistics of generated
queries, are explained in the succeeding sections (Section 4 and
Section 5 for the pilot and main study, respectively).

Biased documents. To conduct our experiments, we first need
to prepare a set of biased documents. In our experiments, we
select the biased documents from the Grep-BiasIR dataset [33].
Grep-BiasIR provides a collection of 118 documents whose content
revolves around societal topics that can potentially reflect gender
stereotypes. In our studies, we select a subset of these documents
(details in the respective sections). Each of the biased documents
in Grep-BiasIR consists of a title and body text, provided in three
variations with different gender indications, namely either with
female, male, or neutral words. Examples of two documents and
their corresponding variation of gender indications are shown in

Table 2: Examples of queries generated by participants and
their corresponding prototypical labels. When any gendered
word is mentioned in the text of a query, the label is set to
prototypical mention (𝑝𝑚) or counter-prototypical mention
(𝑐𝑝𝑚) depending on whether its respective document has a
prototypical or counter-prototypical gender indication. The
no-mention (𝑛𝑚) label is given when no gendered words ap-
pear in the query.

Document 1
Domain: Child Care
Expected Stereotype: Towards Female

Title: Child Care and Working Mom: Extended ...
Body Text: The authors investigate the ...
Gender Indication: Female→ Prototypical content
Participants’ generated queries:

Query Text Gender Mentioned? Label

working mums and childcare Yes 𝑝𝑚

info on parental leave No 𝑛𝑚

going back to work child care No 𝑛𝑚

maternity leave laws Yes 𝑝𝑚

Title: Child Care and Working Dad: Extended ...
Body Text: The authors investigate the ...
Gender Indication: Male→ Counter-prototypical content
Participants’ generated queries:

Query Text Gender Mentioned? Label

paternity leave Yes 𝑐𝑝𝑚

childcare parental leave No 𝑛𝑚

childcare for working dads Yes 𝑐𝑝𝑚

dads and parental leave Yes 𝑐𝑝𝑚

Document 2
Domain: Career
Expected Stereotype: Towards Male

Title: What enables some men to become CEOs?
Body Text: The authors found that working with ...
Gender Indication: Male→ Prototypical content
Participants’ generated queries:

Query Text Gender Mentioned? Label

how men get to the top Yes 𝑝𝑚

becoming a CEO No 𝑛𝑚

what makes a good CEO No 𝑛𝑚

how to be a ceo No 𝑛𝑚

Title: What enables some women to become CEOs?
Body Text: The authors found that working with ...
Gender Indication: Female→ Counter-prototypical content
Participants’ generated queries:

Query Text Gender Mentioned? Label

how to be a female ceo Yes 𝑐𝑝𝑚

women becoming CEOs Yes 𝑐𝑝𝑚

skills needed to be a ceo No 𝑛𝑚

female career success Yes 𝑐𝑝𝑚

Table 1. Grep-BiasIR also accompanies each document (regardless
of its variation) with a domain, i. e. career, appearance, and child
care, and the expected stereotype label. Given the expected stereo-
type of a document, the gender indication of each variation of the
document defines whether the variation contains prototypical or
counter-prototypical content. For instance, as shown in Table 1,
the expected stereotype of the document on top is Towards Fe-
male, and hence the document variations with female and male
indications are considered as prototypical and counter-prototypical
content, respectively.
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Generating queries. The next step is generating queries by users.
In our experiments, we conduct user studies in which participants
are asked to formulate a highly relevant query to the content of
a given document (details provided in the succeeding sections).
In the conducted user studies, either the prototypical or counter-
prototypical variation of a document is shown to a participant,
and the participant is asked to formulate a query that (when they
submit it to a search engine) makes the document appear at the
top of search results. Table 2 shows representative examples of
the queries generated by participants for the gendered variations
(prototypical and counter-prototypical contents) of two documents.
We should note that in our experiments, in order to avoid revealing
the purpose of gender bias measurement, we also ask participants to
formulate queries for the non-gendered variations of the documents.
In our analyses, however, we only focus on the results of gendered
variations as the non-gendered variations appear to be non-relevant
to our studied problem (more details in Section 6).

Labeling queries based on gender mentions. In this step, we iden-
tify whether gendered words are mentioned in the texts of the
generated queries. Such words can be gendered pronouns, gender-
specific words (e. g. actress or congressman), or names. A query
could contain more than one gendered word for a specific gender,
however, in our experiments, we do not observe any case of men-
tioning more than one gender in the generated queries. If the query
is gendered, its mentioned gender also always matches the gender
indication of the corresponding biased document. Based on this
information, we label the prototypical gender inclination of each
query. If no gendered word is mentioned in the query, the label is no
mention (𝑛𝑚). Otherwise, when the gendered query corresponds to
a prototypical or counter-prototypical document variation, the cor-
responding label is prototypical mention (𝑝𝑚) or counter-prototypical
mention (𝑐𝑝𝑚), respectively. Table 2 shows examples of such labels
for the generated queries. We use these labels in the following to
define proper gender bias metrics for our experiments.

3.2 Measuring Gender Bias
To systematically analyse the studies’ results and tease out signifi-
cant phenomena, in line with prototype theory, we define a set of
simple statistical measures explained in the following.

Referring to the document set as D, we split this set into D(𝑐𝑝)

and D(𝑝) , which refer to the subsets of document variations with
counter-prototypical contents and the ones with prototypical con-
tents, respectively. After labelling the queries according to the
procedure above, each set of documents can then be related to a
set of queries, namely Q(𝑐𝑝) for D(𝑐𝑝) , and Q(𝑝) for D(𝑝) . As dis-
cussed in the previous subsection, each query is tagged with 𝑐𝑝𝑚,
𝑝𝑚, or 𝑛𝑚 labels. Given these two sets of queries, we define 𝑁𝑐𝑝𝑚

as the number of queries labeled with 𝑐𝑝𝑚 in Q(𝑐𝑝) , formulated as
𝑁𝑐𝑝𝑚 = |{𝑞 ∈ Q(𝑐𝑝) |label of 𝑞 is 𝑐𝑝𝑚}|. Similarly, 𝑁𝑝𝑚 is defined
as the number of queries labeled with 𝑝𝑚 in Q(𝑝) , formulated as
𝑁𝑝𝑚 = |{𝑞 ∈ Q(𝑝) |label of 𝑞 is 𝑝𝑚}|. Using these definitions, the
relative frequency (𝑓 ) of 𝑐𝑝𝑚 and 𝑝𝑚 queries are formulated as
follows:

𝑓𝑐𝑝𝑚 =
𝑁𝑐𝑝𝑚

|Q(𝑐𝑝) |
, 𝑓𝑝𝑚 =

𝑁𝑝𝑚

|Q(𝑝) |
(1)

The 𝑓𝑐𝑝𝑚 and 𝑓𝑝𝑚 quantities report the relative frequency of the
appearance of counter-prototypical and prototypical mentions of
genders in queries (according to the corresponding documents),
respectively. As by definition 𝑁𝑐𝑝𝑚 ≤ |Q(𝑐𝑝) | and 𝑁𝑝𝑚 ≤ |Q(𝑝) |,
the numeric range of 𝑓 is [0, 1]. To understand whether the phe-
nomenon of explicit gender mentions is related to stereotypical
thinking, following previous studies [15, 37], we define theMention
Gap (𝑀𝐺𝑎𝑝) of gender mentions as the difference between 𝑓𝑐𝑝𝑚
and 𝑓𝑝𝑚 :

𝑀𝐺𝑎𝑝 = 𝑓𝑐𝑝𝑚 − 𝑓𝑝𝑚 (2)

The𝑀𝐺𝑎𝑝 metric is defined as the difference between 𝑓𝑐𝑝𝑚 and
𝑓𝑝𝑚 and results in the numeric range of [−1, 1]. The significance
of this difference can be examined with proper tests such as the
chi-square test, where the counter-prototypical mentions and pro-
totypical mentions represent the categorical variables.

To illustrate the intuition behind the 𝑀𝐺𝑎𝑝 metric, let us con-
sider the following example. If a person wants to find search results
about female nurses and explicitly mentions the word “female” in
the search query, this would be categorised as a prototypical gen-
der mention. However, this may be assumed unnecessary for the
formulation of information needs and hence be skipped by the user
since the characteristic “female” corresponds to the prototype of
the nurse (similar to a “yellow” banana). The omission of the proto-
typical gender label could therefore be considered an indication of
an existing gender bias. However, if a person wants to find search
results about male nurses and explicitly mentions the word “male”
in the search query, this is a counter-prototypical gender mention.
This is eventually considered a central search criterion since the
characteristic “male” deviates from the traditional prototype of a
nurse (similar to the “green” banana). In other words, the addition
of the counter-prototypical gender label to a search query can be
seen as an indication of gender bias. The𝑀𝐺𝑎𝑝 metric (with values
ranging from -1 to 1) informs about the ratio of gender mentions
across multiple queries that are provided by the participants of a
study. Smaller values of 𝑀𝐺𝑎𝑝 indicate that the participants use
prototypical and counter-prototypical gender mentions in an equal
ratio. Larger values of 𝑀𝐺𝑎𝑝 , on the other hand, show a more
frequent indication of counter-prototypical (i.e.𝑀𝐺𝑎𝑝 > 0) or pro-
totypical (i.e. 𝑀𝐺𝑎𝑝 < 0) gender mentions in generated queries.
Hence, according to our assumption, the more likely traditional
gender images are replicated.

Participant-level metrics. The discussed metrics so far provide
experiment-level statistics aggregated over all participants’ responses.
However, we are also interested in examining the characteristics of
groups of participants, e. g. according to their demographics or po-
litical stands. To this end, in the following, we revisit the introduced
metrics and define them on the participant level.

To calculate per-participant statistics, given a participant 𝑖 , we
select the queries in the sets Q(𝑐𝑝) and Q(𝑝) that were generated
by 𝑖 . We refer to these subsets as Q(𝑐𝑝,𝑖) and Q(𝑝,𝑖) , respectively.
Using these two query sets, we define 𝑁

(𝑖)
𝑐𝑝𝑚 as the number of

queries labelled with 𝑐𝑝𝑚 in Q(𝑐𝑝,𝑖) , and 𝑁
(𝑖)
𝑝𝑚 as the number of

queries labelled with 𝑝𝑚 in 𝑄 (𝑝,𝑖) . The corresponding metrics for
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the participant 𝑖 are defined as:

𝑓
(𝑖)
𝑐𝑝𝑚 =

𝑁
(𝑖)
𝑐𝑝𝑚

|Q(𝑐𝑝,𝑖) |
, 𝑓

(𝑖)
𝑝𝑚 =

𝑁
(𝑖)
𝑝𝑚

|Q(𝑝,𝑖) |
, 𝑀𝐺𝑎𝑝 (𝑖) = 𝑓

(𝑖)
𝑐𝑝𝑚 − 𝑓

(𝑖)
𝑝𝑚

(3)
The value of 𝑓 (𝑖)𝑐𝑝𝑚 indicates the participant’smanifestation of counter-
prototypical gender mentions in search queries as described in
prototype theory. Similarly,𝑀𝐺𝑎𝑝 (𝑖) shows the tendency toward
counter-prototypical/prototypical gender mentions.

4 PILOT STUDY
To explore our research questions and test the material in the initial
phase, we conducted a pilot study on the crowdsourcing platform
Amazon Mechanical Turk (MTurk). Each participant was randomly
assigned document examples of the three document variations (i.e.,
female, male, non-gendered), and was asked to formulate a search
query in order to find a document in the top search results. The
selection of documents was retrieved from the Grep-BiasIR dataset
[33]. Results indicate the replication of gender stereotypes in the
formulation of search queries. The participants’ gender shows no
effect on the dependent variable𝑀𝐺𝑎𝑝 .

4.1 Participants
In the study, 𝑛 = 423 US-located workers of the crowdsourcing
platform MTurk participated. This was reduced to 𝑛 = 224 after
data cleaning and excluding participants with incomplete data. The
distribution between female and male participants is approximately
even for each document variation. However, the number of queries
for a document variation lies between 18 and 30. We should note
that in this pilot study, the number of tasks assigned to a participant
varies highly. This is due to the design constraints in this platform,
as the participants were able to complete as many tasks – namely
formulating a search query for a given document – as they wish.
We considered this as a limitation of the pilot study and addressed
it in the main study.

4.2 Implementation Details
4.2.1 Material. We conducted our experiments on a subset of doc-
uments from the dataset Grep-BiasIR [33]. The dataset provides
bias-sensitive query-document pairs categorised according to the
domains that reflect gender stereotypes. Each document is avail-
able in three document variations, i.e., phrased as female, male,
and non-gendered. The selected documents belong to the five cate-
gories of Appearance, Career, Child Care, Cognitive Capabilities,
and Physical Capabilities, where we selected three documents per
category. We intentionally excluded the categories Domestic Work
and Sex & Relationship, due to the multilayered nature of these cat-
egories with respect to genders and intrinsic difficulties in defining
stereotypes/counter-stereotypes. The resulting set contains 𝑛 = 15
documents (5 categories, 3 documents each) and is provided in the
supplementary materials. Table 1 shows two sample documents
and the three variations of each.

4.2.2 Procedure. After giving informed consent, participants were
able to select the tasks. In each task, a single document consisting of
a header and a short paragraph is given. The document resembles

Table 3: Pilot Study: Fraction of gender mentions in queries
as a response to counter-prototypical and prototypical doc-
ument examples. The numbers reveal a low effect gender
bias with high significance (chi-square test with 𝜙 = .13
and 𝑝 < .005), which results from the difference between
counter-prototypical and prototypical gender mentions in
search queries.

Documents Set 𝑓𝑐𝑝𝑚 𝑓𝑝𝑚 𝑀𝐺𝑎𝑝
Chi-square test
𝜙 𝑝 − 𝑣𝑎𝑙𝑢𝑒

All documents .81 .62 .19 .13 .002∗∗

Only with Female Stereotypes .73 .52 .21 .17 .02∗
Only with Male Stereotypes .86 .69 .17 .11 .04∗

Table 4: Study Design - Main Study: Participants were ran-
domly assigned to either the experimental or control group
and consequently received a stimulus text educating about
search engine bias or not. Both groups received eight ran-
domly assigned documents from the three document varia-
tions.

Condition Stimulus Document Variations

Control Control Text Female/Male/Non gendered
Experimental Educative Text Female/Male/Non gendered

the result of a search, and the participants were asked to formu-
late a web search query of up to four words that would place this
document in the top search results of a search engine.

4.3 Results and Implications
The results of the pilot study calculated on a collective level, are
presented in Table 3. The results show a significant difference in the
frequency of the counter-prototypical and prototypical mentions of
gender, captured by the Mention Gap (𝑀𝐺𝑎𝑝) metric. This indicates
the replication of gender bias in the wording of queries by search
engine users, confirming our initial assumption.

Implications for the Main Study. As mentioned before, the pilot
study did not control for the number of documents assigned to a
participant, resulting in a high variation in the number of completed
tasks per participant (from 1 to 63). For the main study, the design
was adapted, and each participant received exactly the same num-
ber of documents. Additionally, leveraging the experience of the
pilot study, in the main study, we revised the inputs to ensure the
correctness and clarity of the documents. Finally, in the main study,
we reduced the number of documents to eight by focusing only on
the ones, that showed the highest tendency for biased responses in
the pilot study (details are provided in the following section). This
decision was made due to resource constraints, and with the aim
of increasing the number of data points in the main study for the
remaining documents.
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Figure 1: Screenshot of the Main Study where a document with male content is presented.

Table 5: Main Study: Participant distribution according to
the experimental condition, age, and gender.

Condition Age Participant Gender
Female Male Non-binary Total

Control

18 - 29 33 27 1 61
30 - 49 43 58 0 101
50 - 64 22 20 0 42
≥ 65 7 3 0 10

Total 105 108 1 214

Experimental

18 - 29 25 25 1 51
30 - 49 46 38 2 86
50 - 64 19 19 0 38
≥ 65 4 7 0 11

Total 94 89 3 186

Total 199 197 4 400

5 MAIN STUDY: EXPERIMENTAL SETUP
5.1 Design
The major change in the design of the main study constitutes the
definition of the tasks within our crowdsourcing platform. In the
pilot study, we defined the generation of one search query respond-
ing to a document example as one task in MTurk, which signifi-
cantly limited the control over the study setup. Thus, in the main
study, we corrected this flaw and one task was defined as the en-
tire study participation. In addition, we investigated the reflection
of the participants’ gender bias in formulating search queries by
implementing a two (Stimulus: educative text vs control text; be-
tween subjects) by three (Document variation: female vs male vs
non-gendered; within-subjects) independent measure design. The
first dimension represents the stimulus, realised by the educative
versus control text, and distributed between subjects. The second
dimension belongs to the variations of each document, namely
female versus male versus non-gendered, and is assigned within
subjects.

More specifically, prior to starting the tasks work, each partici-
pant received either the educative or control version of the stimulus
text. This divided the participants into experimental and control
groups. The participants of the experimental group were informed

how search engines may reflect societal bias and stereotypes in
search results (educative text). The control group was not presented
with the same information but received a generic text on the gen-
eral technical mechanisms of search engines (control text). The
provided texts can be found in Section 2.2 of the supplementary
material. In this study, we specifically opted for controlling the
number of assigned documents, by giving all (eight) documents
to both groups of participants. The documents were provided in
a random order, and for each document one of its three possible
variations was randomly selected and shown.

To summarise, the independent variables of this study are hence
defined by the stimulus prior to the task work (between-subject),
and the document variations (within-subject), and the dependent
variable is the measure of the relative frequency of the explicit men-
tions of gender in the search queries, as formulated in Section 3.2.

5.2 Participants
The participants were recruited using prolific.co and selected in a
way that they form a gender-balanced population. The participants
reside in the UK, are fluent in English, and have a total number of
400. Table 5 shows the distribution of this population according to
the experiment condition, and the reported age and gender of the
participants. The majority of participants have either a high school
education or equivalent (𝑛 = 149), or an academic degree (𝑛 = 247).
Four participants stated primary school education as their highest
educational level.

5.3 Implementation Details
We selected a subset of 8 out of the 15 documents used in the pilot
study. The documents relate to the four domains of Appearance,
Physical Capabilities, Career, and Child Care. We chose the doc-
uments with the highest margins of gender mentions in the pilot
study. The documents are provided in the supplementary materials.
Each participant received one variation of each of the eight docu-
ments. A sample query formulation page in the study is shown in
Figure 1. In addition, we posed a number of questions (see Table 6)
to collect information on the participants’ characteristics (𝑄1 to
𝑄3), search engine familiarity (i.e., 𝑄4 to 𝑄6) and their attitude
toward bias in search engines (𝑄7 to 𝑄10).

5.4 Procedure
Before starting the questionnaire, participants were informed about
the terms of the survey (i.e., duration, task, use of data), and gave
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Table 6: Main Study: Questions posed to the study participants. Q1 was retrieved as a numeric input; Q2 and Q4-Q10 were
inquired as 5 point Likert scale coded as 1=Stronlgy disagree to 5=Strongly agree; Q3 was coded as 1=Strongly conservative,
2=Moderately conservative, 3=Slightly conservative, 4=Neutral, 5=Slightly liberal, 6=Moderately liberal, 7=Strongly liberal,
8=Prefer not to say; Q11 and Q12 were considered as categorical variables (pls see supplementary material).

ID Question

𝑄1 What is your age?
𝑄2 I identify as a feminist - someone who advocates and supports equal opportunities for women.
𝑄3 How would you describe your political view?
𝑄4 I am confident about my online search abilities.
𝑄5 When using a search engine, I always find the information I am looking for.
𝑄6 I use search engines to find important information rather than other sources, e.g., books, newspapers.
𝑄7 I consider search engines to be a fair and unbiased source of information.

𝑄8 As a user, I would like to receive information when my interactions with a search engine reflect societal
stereotypes.

𝑄9 As a user, I would like to receive more information when search engines possibly reflect existing societal
stereotypes.

𝑄10 In my future usage of search engines, I will pay attention whether my interactions with the system reflect
societal stereotypes.

𝑄11 What gender do you identify with?
𝑄12 What is the highest degree or level of education you have completed?

Table 7: Number of participants and document examples per condition.

Condition Participant’s Gender #Participants #Query datapoints
Female Male Non-gendered Total

Control

Female 105 270 276 289 835
Male 108 264 281 308 853
Non-binary 1 3 3 2 8

Total 214 537 560 599 1696

Experimental

Female 94 237 249 255 741
Male 89 227 224 253 704
Non-binary 3 7 5 12 24

Total 186 471 478 520 1469
Total 400 1008 1038 1119 3165

their informed consent. Then, participants had to answer socio-
demographic questions regarding age, gender, and education. Next,
they received instructions and a text about search engines that
differed according to their random assignment to one of the two
experiment conditions (see Section 5.1). Subsequently, participants
of both conditions completed a sequence of the task of formulating
search queries for a given set of eight documents. Following a
within-subject design, each document was chosen randomly from
the three document variations, i.e. male content, female content, and
non-gendered content. Finally, participants were presented with
extra questions regarding their search engine usage, their opinion
on search engine bias, and their political views (see Table 6). See
supplementary materials for more details on the instructions and
tasks.

The experiment contained two attention checks. We excluded
submissions of participants who either failed both attention checks

or failed one attention check and took less than five minutes to
complete the survey. This procedure follows the rejection criteria
supported by Prolific.

5.5 Characteristics of the Collected Data
Table 7 reports the characteristics of the collected data points used
in our analyses. Please note that the evaluation of RQ1 and RQ2
is solely based on the data of the control group. Within the data
points, we can observe slight differences in numbers. This is due
to the participants’ randomly assigned experimental conditions.
Furthermore, a number of formulated queries had to be excluded
from the analysis based on the following criteria:

• A query is unrelated to the given document example. (𝑛 = 13)
• A query is incomprehensible due to typing errors. (𝑛 = 5)
• A query is an exact copy of the document title. (𝑛 = 2)
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(a) Control (b) Experimental

Figure 2: Proportion of queries with counter-prototypical,
prototypical, and no gender mentions per document varia-
tion (female, male and non-gendered) and experiment con-
dition. Non-gendered documents show a very low rate of
gender mentions in both conditions.

• A query has a structure that is not depicted in our coding
scheme, e. g. the query contains a different gender than the
one indicated in the given document, like formulating the
query “how to attract women” for the document “5 Simple
Ways Men Can Increase Their Attractiveness”. (𝑛 = 15)

6 RESULTS AND DISCUSSION
In this section, we describe the results of our online study that
investigates to which extent gender bias is reflected in peoples’
formulation of web search queries. Addressing RQ1, in Section 6.2
we explore whether we can find evidence of gender bias in search
queries. To answer RQ2, in Section 6.3 we analyse the influence
of several personal characteristics on the manifestation of gender
bias in search queries. In Section 6.4, we strive to answer RQ3 by
probing if an educative text on gender bias in web search affects the
participants’ formulation of search queries with respect to explicit
gender mentions. Finally, we take a look at people’s attitudes toward
societal bias in search engines.

6.1 General Overview
To analyse our research questions, we introduce three evaluation
measurements, relative frequency 𝑓 (𝑖) of an individual’s gender
mentions, the collective relative frequency 𝑓 of gender mentions
(i.e., experiment level), and the gender mention gap𝑀𝐺𝑎𝑝 , as for-
malised in Section 3.2. Inspired by the rationale of the prototype
theory, we base these measures on two variables: the frequency of
prototypical gender mentions (𝑁𝑝𝑚) and the frequency of counter-
prototypical gender mentions (𝑁𝑐𝑝𝑚). To calculate the frequency
values, each query was analysed manually and labelled accord-
ing to prototypical (𝑝𝑚), counter-prototypical (𝑐𝑝𝑚) or no gender
mention (𝑛𝑚).

Table 2 gives an example of the coding procedure. Figure 2 shows
the distribution of queries cumulated by label and experiment con-
dition. The figure reveals the following information: First, the non-
gendered document variation shows a very low rate of gender men-
tions in both conditions, the control group (i.e., 𝑓𝑝𝑚 + 𝑓𝑐𝑝𝑚 = .017)
and the experimental group (i.e., 𝑓𝑝𝑚 + 𝑓𝑐𝑝𝑚 = .012). This is in
line with our expectations, as the non-gendered document variation
was mainly placed to disguise the gender emphasis of the study.

Table 8: Fraction of gender mentions in queries as a response
to counter-prototypical and prototypical document exam-
ples. The numbers reveal a significant gender bias with a
medium effect (𝜙 = .33), which results from the high differ-
ence between counter-prototypical and prototypical gender
mentions in search queries.

Documents Set 𝑓𝑐𝑝𝑚 𝑓𝑝𝑚 𝑀𝐺𝑎𝑝
Chi-square test
𝜙 𝑝 − 𝑣𝑎𝑙𝑢𝑒

All .86 .43 .43 .33 <.001∗∗∗

Only with Female Stereotypes .87 .52 .35 .25 <.001∗∗∗
Only with Male Stereotypes .84 .34 .50 .43 <.001∗∗∗

Consequently, we exclude the non-gendered document variation
from further analysis of this study. Second, we can see that the
fraction of counter-prototypical gender mentions (𝑐𝑝𝑚) is much
higher than the fraction of gender prototypical gender mentions
(𝑝𝑚). This is further investigated in RQ1.

6.2 RQ1: Do users replicate gender stereotypes
in the formulation of search queries on the
web?

Inspired by the prototype theory [47], this research question builds
upon the hypothesis that in a given context, people explicitly men-
tion attributes if they conflict with the prototypical representation
of a mental category within this context. In the scope of this study,
we confront participants with document examples (i.e., simulated
search results) that either conform to a gender stereotype (i.e.,
resemble a prototypical representation of gender) or do not (i.e.,
conflict with a prototypical representation of gender). Thus, to
answer this research question, we analyze the reflection of stereo-
types in the formulation of search queries based on the mention
of gender that either agrees with the document stereotype (𝑝𝑚) or
does not (𝑐𝑝𝑚). 1097 data points enter this analysis, depicting the
search queries of 𝑛 = 214 participants of the control group, respond-
ing to the document variations female and male (i.e., independent
variable).

Table 8 reports the relative frequency of gender mentions 𝑓 and
the mention Gap (𝑀𝐺𝑎𝑝) on an experiment level, and compares
gender mentions as a response to document examples that conform
to the gender stereotype of a domain (prototypical) and document
examples that contradict a stereotype (counter-prototypical). The
numbers reveal a significant gender bias with a medium effect
(𝑀𝐺𝑎𝑝 = .43, 𝜙 = .33, 𝑝 < .001), which results from the high
difference between counter-prototypical and prototypical gender
mentions in search queries. Thus, on the experiment level, we
can infer that search engine users replicate gender bias in search
queries.

Further insight occurs by calculating the results according to the
expected stereotypical gender of a document example. Here, we can
observe a significant deviation between the response to female and
male stereotypes, where 𝑓𝑝𝑚 for male stereotyped documents (e.g.,
topic of career) is lower than for female stereotyped documents (e.g.,
topic of childcare), which results in a stronger effect of gender bias
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Table 9: Correlations of gender mentions to personal characteristics calculated as Spearman 𝑟 correlation. Values with statistical
significance (𝑝 < 0.05) are marked in bold. As provided in Table 6, questions 2 to 6 were posed as self-reflection questions,
whereas specifically questions 4 to 6 ask about the participant’s confidence (Conf.) in their ability to search, find information,
and confidence in search engines in general.

Question 𝑓
(𝑖)
𝑐𝑝𝑚 𝑓

(𝑖)
𝑝𝑚 𝑀𝐺𝑎𝑝 (𝑖)

ID Corresponding Characteristic Spearman 𝑟 𝑝-value Spearman 𝑟 𝑝-value Spearman 𝑟 𝑝-value

Q1 Age .070 .784 .057 .338 -.020 .783
Q2 Feminism -.109 .137 -.118 .137 .066 .366
Q3 Political Identity -.110 .132 -.162 .026∗ .093 .205
Q4 Conf. Search Ability -.145 .047∗ -.114 .119 .043 .555
Q5 Conf. Finding Information -.131 .072 -.037 .614 -.027 .718
Q6 Conf. Search Engines -.145 .047∗ .023 .747 -.100 .171

(a) Distribution of𝑀𝐺𝑎𝑝 (𝑖 )

(b) Distribution of 𝑓 (𝑖 )
𝑐𝑝𝑚 and 𝑓

(𝑖 )
𝑝𝑚

Figure 3: Distributions of dependent variable metrics per
participant.

(𝑀𝐺𝑎𝑝 = .50, 𝜙 = .43, p<.001). This effect agrees with early work on
gender stereotypes, inwhich [16] showed that the stereotypical man
is perceived as more homogeneous than the stereotypical woman,
which allows for a greater variance in characteristics. This leads to
a stronger expression of male stereotypes, which is accompanied by
a higher self-evidence of gender implication in the context of male
stereotypes, and consequently, for example, a stronger assumption

for a CEO to be male. Considering these results, we hypothesise
that the lower frequency of prototypical mentions in documents
with male stereotypes is partly due to the higher self-evidence of
male stereotype attributions. We further discuss this hypothesis in
the subsequent sections and research questions.

Figure 3a shows the distribution of𝑀𝐺𝑎𝑝 (𝑖) , calculated per par-
ticipant. Results show a variance of .179 among the participants
in regard to the dependent variable 𝑀𝐺𝑎𝑝 (𝑖) (𝑀 = .43, 𝑆𝐷 = .42,
𝑀𝑑𝑛 = .5). Applying a Wilcoxon Signed-Rank test, we find the rel-
ative frequency of prototypical gender mentions (𝑀𝑑𝑛 = .5) to be
significantly lower than of counter-prototypical gender mentions
(𝑀𝑑𝑛 = 1), (𝑇 = 845, 𝑝 < .001). In the following research ques-
tion, we investigate whether part of the variance in participants’
behaviour can be attributed to several personal characteristics.

6.3 RQ2: Does the extent to which users
replicate gender stereotypes in search
queries depend on personal characteristics ?

In the context of this research question, we assume that certain
characteristics of a person favour stereotypical thinking and thus
benefit the reflection of gender stereotypes in search queries. To
address this, we collected a number of additional variables, such as
(i) demographic data (i.e., age, gender identity, educational level)
because gender stereotypes depict (outdated) societal norms that
are learned and might be subject to change over time and with
social context, ii) perceived political orientation (i.e., feminism,
political identity) as we expect non-feminists and conservatives
to be more attached to traditional gender roles, and iii) the self-
assessed confidence in the use of search engines, to get a glimpse on
a possible effect of "information search literacy" on the formulation
of information need. An overview of the complete set of questions
and their coding is given in Table 6.

We compute Spearman’s rank-order correlation coefficient to
understand the effect of personal characteristics on bias replication.
Results for the numerically represented variables are illustrated
in Table 9. We observe three weak but significant associations.
First, our data indicate a negative correlation (𝑟 = −.162, 𝑝 < .05)
between Political Identity and the relative frequency of prototypical
gender mentions: the more conservative participants are, the more
likely they will mention gender in a search query that conforms
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(a)𝑀𝐺𝑎𝑝 (𝑖 ) for each condition (b) 𝑓 (𝑖 )
𝑐𝑝𝑚 and 𝑓

(𝑖 )
𝑝𝑚 for each condition

Figure 4: Dependent variable metrics under the two experimental conditions

to a stereotype, e.g., "how men get to the top" (see Table 2). Second,
we found a negative correlation (𝑟 = −.145, 𝑝 < .05) between
participants’ self-assessment of web search literacy (i.e.,𝑄4 and𝑄6)
and the counter-prototypical mention of gender in search queries
(𝑓 (𝑖)𝑐𝑝 ). This suggests that people less confident in using search
engines are more likely to replicate gender bias in their search
queries. This observation contradicts the assumption that gender
bias in search queries is intensified by a learning effect, as explicit
mention of gender could lead to more accurate search results. With
respect to the two categorical variables, the correlation analysis
shows no significant effect of participant gender (𝑇 = .809, 𝑝 = .419)
or educational level (𝑇 = .542, 𝑝 = .588) on participants’ reflection
of gender bias in search queries (𝑀𝐺𝑎𝑝 (𝑖) ).

Following the results of RQ1, we investigate the influence of
gender in greater detail, dividing the results into male- and female-
stereotyped domains. On this finer level of granularity, we observe
a significantly lower habit (𝑇 = −2.527, 𝑝 = .012) of male partic-
ipants (𝑀𝑓𝑝𝑚 = .28, 𝑆𝐷 = .39) than female participants (𝑀𝑓𝑝𝑚 =

.48, 𝑆𝐷 = .44) in mentioning the male gender in male-stereotyped
domains (i.e., annotated as prototypical gender mention). In other
words, when compared to women, men are significantly less likely
to say e.g. "male CEO". Also, male participants tend to mention the
male gender in male-stereotyped domains (𝑀𝑓𝑝𝑚 = .28, 𝑆𝐷 = .39)
in significantly lower frequency (𝑇 = −3.413, 𝑝 = .001) than they do
mention the female gender in female-stereotyped domains (𝑀𝑓𝑝𝑚 =

.51, 𝑆𝐷 = .47). This means that men are significantly more prone to
say e.g. "female nurse" than "male CEO". Interestingly, we did not
find a similar effect on the behaviour of female participants. These
findings support the assumption that men still have strong mental
prototypes, e.g. that a CEO is commonly male since they generally
see little need to mention their own gender in domains such as
management. At the same time, both men nor women do not have
such strong mental prototypes of "female nurses". This finding is
in line with existing literature on gender stereotypes e.g. [36, 53],
that found women to be more likely to experience gender roles
and stereotypes over time. In particular, Lopez-Zafra and Garcia-
Retamero [36] found that over the last decades, women tended to

adopt more masculine traits, such as agency, while men did not
tend to adopt more feminine traits, such as commonality. Female
stereotypes are thus perceived as more dynamic than male stereo-
types [18]. In practice, for example, better education for women
and reduced birth rates have led to societal changes that qualify
females for occupations with more status and income [19], while
men have not shown a similar shift towards domestic or caregiving
roles [8]. It is possible that men may be less willing than women to
embrace such recent changes in gender roles and stereotypes. This
may be because traditional gender roles and stereotypes related to
the own gender may be more beneficial to men in terms of their
self-conception and social status than traditional female stereotypes
are to women. As a result, men may be less likely than women to
accept changes in their societal roles and may be more likely to
maintain traditional stereotypes about their own gender [32, 50].

6.4 RQ3: Can information on avoiding gender
stereotyping raise awareness and mitigate
the effect?

The underlying hypothesis of this research question is built on the
assumption that a higher awareness of bias in web search and its
possible negative implications leads to a shift in people’s attitudes,
which will manifest in their formulation of search queries. Thus,
to investigate the hypothesis, we randomly assigned study partici-
pants to one of two groups: the experimental group (𝑛 = 186), where
participants were presented with an educative text that informs
about gender bias in web search (see Section 2.2 in the supplemen-
tary material), and the control group (𝑛 = 214) which also received
a text of comparable length but only about technicalities of web
search without any information on bias.

As depicted in Figure 4a, there is no overall significant difference
between the experimental and the control condition (𝑝 = .9). In fact,
values of our bias metric𝑀𝐺𝑎𝑝 (𝑖) appear to be very similar in the
control group (𝑀 = .43, 𝑆𝑡𝑑 = .42,𝑀𝑑𝑛 = .5) and the experimental
group (𝑀 = .43, 𝑆𝑡𝑑 = .40, 𝑀𝑑𝑛 = .5). Yet 𝑀𝐺𝑎𝑝 (𝑖) differs in the
Mode values with 𝑀𝑑 = 1 (highest bias) and 𝑀𝑑 = 0 (no bias)
for the control and the experimental group, respectively. We can
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Figure 5: Interaction effect between gender and condition on
𝑀𝐺𝑎𝑝 (𝑖)

Figure 6: Agreement to questions 7 to 10 according to a Likert
scale from 0- strongly disagree to 4- strongly agree.

observe a more extensive interquartile range in the experimental
group, indicating a higher variance in bias between the subjects.
This results from a non-significant difference in prototypical gender
mention (𝑈 = 16087.5, 𝑝 = .933), with 𝑀𝑑𝑛 = .5 for the control
group and𝑀𝑑𝑛 = .365 for the experimental group, as depicted in
Figure 4b.

Although we do not find a significant main effect of the educative
text on the participants’ demonstrated gender bias in the overall
analysis, we look more closely to see if our intervention affects only
the query formulation of participants with specific characteristics.
To investigate such potential differential effects as a function of par-
ticipant gender, a simple moderator analysis is performed using the
PROCESS macro [27] for SPSS. The outcome variable for analysis is
𝑀𝐺𝑎𝑝 (𝑖) , the predictor variable is the experimental condition (ed-
ucative text on gender bias vs. control text), and the moderator vari-
able is participant gender (female vs. male). The interaction between
the experimental condition and participant gender is found to be
statistically significant (𝐵 = −.24, 95%𝐶.𝐼 .(−.4084,−.0658), 𝑝 < .01).
Conditional effects of the text manipulation for female and male
participants show corresponding results. While our educative text
shows a borderline significant reduction of the bias value𝑀𝐺𝑎𝑝 (𝑖)

for male users (𝐵 = −.11, 95%𝐶.𝐼 .(−.2302, .0117), 𝑝 = .08), it leads to
a significant increase and thus to an opposite effect among female
users (𝐵 = .13, 95%𝐶.𝐼 .(.0064, .2492), 𝑝 < .05), as depicted in Figure

5. A closer look at the data reveals that, while counter-prototypical
gender mentions (𝑓𝑐𝑝𝑚) by both user genders remain nearly un-
changed by the intervention, the described interaction effect is
due to opposite influences on the prototypical gender mentions
(𝑓𝑝𝑚) of female versus male users. While women exhibit a lower fre-
quency of prototypical gender mentions in the experimental group
(𝑀 = .36, 𝑆𝐷 = .37) than in the control group (𝑀 = .45, 𝑆𝐷 = 36),
it is the other way around for men who reveal a higher frequency
of prototypical gender mentions in the experimental group (𝑀 =

.49, 𝑆𝐷 = .40) than in the control group (𝑀 = .39, 𝑆𝐷 = .37). When
distinguishing between male- and female-stereotyped domains, the
results confirm the findings from RQ1 and RQ2. We do not find
a significant effect of the intervention on either male or female
participants. However, we can observe a (non-significant) mod-
erating effect on male participants, who, in comparison with the
control group, show on average (𝑀𝑓𝑐𝑝𝑚 = .43, 𝑆𝐷 = .47) a higher
tendency to explicitly mention male-related words in the male-
stereotyped domains. This weakens the still significant difference
(𝑇 = −2.017, 𝑝 = .04) between male participants’ gender mentions
in female- (𝑀𝑓𝑐𝑝𝑚 = .565, 𝑆𝐷 = .47) and male-stereotyped domains.
According to prototype theory, the results suggest that men have
more robust mental prototypes of, for example, a typical leader
than of a nurse, which persist regardless of exposure to explicit
information on the topic.

6.5 A glimpse on people’s attitude towards bias
in online information systems.

Complementary to our three main research questions, we were
curious to gain insight into the attitudes and interests of participants
towards bias in search engines. To this end, we posed four question
items described in detail in Table 6. Participants were asked to
answer the questions on the basis of a Likert scale from 0- strongly
disagree to 4- strongly agree. Figure 6 provides a brief overview of
the results.

Responses to𝑄7 describe a common agreement of participants in
trusting search engines as a fair source of information (𝑀 = 3.069,
𝑆𝑡𝑑 = .989), where more literate search engine users hold higher
levels of trust, which is illustrated in the significant correlation
between 𝑄7 and the three questions 𝑄4 (𝑟 = .211, 𝑝 < .001), 𝑄5
(𝑟 = .267, 𝑝 < .001) and 𝑄6 (𝑟 = .229, 𝑝 < .001) that depict the
participants’ self-assessment of search engine literacy. Also, partic-
ipants stated to be interested in being informed about their own
reflection of societal stereotypes in the use of search engines and
the reflection of societal stereotypes by the search engine addressed
in 𝑄8 (𝑀 = 3.181, 𝑆𝑡𝑑 = 1.054) and 𝑄9 (𝑀 = 3.319, 𝑆𝑡𝑑 = 1.047),
respectively. The more feminist (𝑄2) people are, the more interested
they are in being informed about the replication of societal biases,
i.e., 𝑄8 (𝑟 = .22, 𝑝 < .001), 𝑄9 (𝑟 = .251, 𝑝 < .001). Finally, most
participants (𝑀 = 3.555, 𝑆𝑡𝑑 = 1.059) show a positive intention to
be attentive to whether they reflect societal biases in their future
use of search engines (see𝑄8). Moreover, the more feminist (𝑟 = .28,
𝑝 < .001), politically liberal (𝑟 = .15, 𝑝 < .01) and female (𝑟 = .18,
𝑝 = .001), the more likely people are to say they will be attentive
to stereotype reproduction in future web searches.
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7 IMPACT AND FUTUREWORK
More and more efforts are being made to identify, discuss and
mitigate the sources of bias in web search (e.g., [35], [43], [52]) and
its implications on users’ reality perception, decision making and
participation in democratic processes (e.g., [22],[13]). While there
is a substantial body of research examining the problem from either
a human or a technical perspective, a holistic view is needed to
capture and understand the interplay between people’s cognitive
biases, societal biases and algorithmic biases, as these can lead
to reinforcement loops in which existing biases - such as societal
norms or patterns of discrimination - are reinforced and further
manifest themselves in algorithmic decisions and user behaviour
(i.e. the user replicates biases) [3].

While there is a substantial amount of literature analysing gender
bias in search engine algorithms (see Section 2.2), we consider this
work an early effort toward a deeper understanding of gender
bias in the formulation of information needs by Internet users. We
believe that our work opens up a wide range of future research
opportunities and contributes to existing research as follows:

Presenting an approach to measure the reflection of stereotypical
thinking in formulating search queries. The prototype theory ori-
gins in cognitive psychology and has been investigated in cognitive
linguistics for a considerable time [29]. A prominently applied met-
ric (e.g., [26], [46], [1]) to measure the effects of categorizations is
known as feature listing or property generation task. More recent re-
search showed that if individuals can not resemble a construct by an
existing mental category, a combination of categories is simulated,
resulting in the explicit naming of new properties, e.g. Laughing
cat, Rolled-up lawn [55]. In this paper, we expand on the insights
from cognitive research and successfully show how this can be used
to measure gender bias in the formulation of web search queries,
i.e., by relating concepts and measures from prototype theory to
stereotypically primed study material (i.e., document examples).
Since the negative effects of stereotypical thinking are not limited
to gender, we argue that this method can also be used to measure
the reflection of other negative stereotypes, such as those related
to racial or religious prejudice, provided suitable study material is
available.

Following the argument of transferability, we understand that
the binary classification of gender does not conform to the current
state of gender research and, thus, might support outdated societal
norms. However, our study setup is confined to the representation
of female and male stereotypes. This is a simplification that has
been made because, in the available experimental material, gender
stereotypes are usually categorised in traditional binary gender
roles. Another limitation we recognise is the restriction of the study
to UK participants, while gender stereotypes are known to differ
with cultural context e.g., [17]. Also, there is a considerable body of
research investigating the impact of culture (e.g., [38, 54]), language
and language skills (e.g., [2, 14, 25]) on information behaviour.
While this study was not designed to capture cultural differences,
future research endeavours could expand the scope to domains that
capture a greater diversity of gender and context representations.

Providing significant evidence of the reflection of gender bias in the
formulation of search queries. In RQ1, we show that given similar

analysing tasks, people are significantly more prone to explicitly
mention gender in formulating search queries as a response to non-
stereotypical document contents. We believe that the proof of users’
reflection of gender bias in search query formulation itself is a very
relevant contribution to the community that opens up a variety of
future research questions spanning from topics around the interac-
tion of users and search engines to methods of creating awareness
with intelligent user interfaces and real-time interventions. Most
prominently, we are interested in better understanding the inter-
action dynamics between user behaviour, search engine accuracy
and algorithmic bias. First, the question arises whether we actually
measure people’s bias or, rather, their information search skills, as
the phrasing of search queries might be trained through frequent
search engine usage. Results of RQ2 (see 6.3) argue against this, as
they suggest that people who are less confident in using search
engines are more likely to repeat gender bias in their search queries.
However, this is only due to a weak correlation and based on the
participants’ self-assessment of search engine literacy. A more ex-
tensive experiment specifically designed to answer this research
question based on a standardised skill assessment of information
literacy is pending. Technical simulations, on the other hand, could
investigate the effect of cumulated user bias (i.e., creating context
through the co-occurrence of words) on search engine bias.

Brief insights on the use of interventions to raise awareness and
mitigate biases in web search. The results of our intervention study
do not show a significant main effect of our educative stimulus text
on user behaviour. However, notable is the differential impact of
our experimental manipulation on male and female participants,
which seems to be opposing. Why this pattern occurs and how bias
interventions need to be designed to be effective and reflect different
users’ needs remain open questions. The question of what such user
interfaces could look like and how they could be integrated into
existing search engines is at least as big. Only the request for more
information about the replication of gender stereotypes in search
engines and the role of users themselves in this is unambiguous
(see Section 6.5), which ultimately also is a mission for the human-
computer interaction community to identify ways of integrating
such information into search engine interfaces.

Implications for the design and development of search engines.
Our findings could inform the design and implementation of fu-
ture search engines, both from a system-centric perspective and
from a user-centric perspective. The former could be addressed by
introducing a pre-processing step that detects and analyses gender-
specific contents in search queries and — if such content could lead
to discrimination on the grounds of gender — adjusts or extends the
query (e.g., via query reformulation or expansion techniques). In
the case of such intervention, this process needs to be transparent
and communicated to the user in appropriate ways, for instance,
by clearly marking the results in the retrieved document lists that
have been added or omitted due to such pre-processing steps. In
addition, our results on the effect of providing educative text about
gender bias in web search, and particularly the different interac-
tions of the users across the genders, support the possible interface
designs of bias-aware search engines. We believe integrating such
interventions/information into the search engine’s user interface,
accompanied with concrete and easier-to-grasp examples tailored
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to the user’s gender, could help raise their awareness and under-
standing of the implications of gender bias in search queries. This
can further be realised, e.g., by means of showing counterfactual
search results: what would the results be if the gender inclination
in the query had changed?

8 CONCLUSION
In this work, we analysed the search query formulation of na-
tive English-speaking people concerning the replication of gender
stereotypes. Participants were asked to formulate a search query,
given a particular search result (i.e., a heading and a preview of a
document, as presented on the main page of standard search en-
gines). To this end, we prepared a dataset with 𝑛 = 8 ∗ 3 search
results (i.e., document examples), where each document was pre-
sented in a female, male, and gender-neutral version. Following
prototype theory, we defined a disproportionate mention of a gen-
der that does not conform to the stereotypical gender expectation
of the domain as a replication of gender bias. In a first pilot study,
we were able to identify tendencies indicating the repetition of
stereotypes in different domains (e.g., childcare as a domain tradi-
tionally stereotyped as female or career as a domain traditionally
stereotyped as male). We were also able to select the most com-
prehensible documents to be used in the main study. For our main
experiment, we recruited 400 UK residents via the crowdsourcing
platform Prolific who read either an educational text about gen-
der bias in search engines or a control text without bias-related
information before completing eight query generation tasks. While
the intervention did not result in a significant main effect (though
opposing effects emerged for female and male users), overall, our
results showed significant evidence for the prevalence of gender
biases in search query formulation. In the interest of equal oppor-
tunities for all genders, most of our study participants emphasised
the need to address the reproduction of outdated stereotypes in
our daily interactions with search engines through a clear demand
for more information about the origins and avoidance of biases in
search engine use. In summary, we see our work as a first step in
understanding potential bias-enhancing feedback loops between
user input and search engine algorithms. Ultimately, we also hope
that this research will stimulate further discussion on how users can
be informed about bias-mitigating query strategies during their in-
teractions with search engines—a challenge that calls for expertise
from the research community of Human-Computer Interaction.
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